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Abstract: In this paper the system of ordinary differential equations on Eigen value problems is presented. I used New 
Iterative Method (NIM) on the Eigen value problems. This is recently developed method which is very easy and 
efficient developed by Daftardar Gejji and Hossein Jafri [1]. In this study the problems of Eigen value problems are 
solved to check the ability of this method for solving non linear and linear ordinary differential equations. The results 
obtained are very useful and close to the exact solution. 
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——————————      —————————— 

1. Introduction 
In the large number of problems arising in analysis, mechanics, geometry, and so forth, it is necessary to 
determine the maximal and minimal of a certain functional. Because of the important role of this subject 
in science and engineering, considerable attention has been received on this kind of problems. Such 
problems are called variational problems. 

The problem of brachistochrone is proposed in 1696 by Johann Bernoulli which is required to find the 
line connecting two certain points A and B that do not lie on a vectorial line and possessing the property 
that a moving particle slides down this line from A to B in the shortest time. This problem was solved by 
Johann Bernoulli, Jacob Bernoulli, Leibnitz, Newton, and L’Hospital. It is shown that the solution of this 
problem is a cycloid. 

The eigenvalue problems of linear operators are of central importance for all vibration problems of 
physics and engineering. The vibration of elastic structures, the flutter problems of aerodynamics, the 
stability problem of electric networks, the atomic and molecular vibrations of particle physics are all the 
diverse aspects of the same fundamental problem, viz., the principal axis problem of quadratic form. 

In view of the central importance of the eigenvalue problem for so many fields of pure and applied 
mathematics, much thought has been devoted to the designing of efficient methods by which the 
eigenvalues of a given linear operator may be found. We find the solutions of variational and eigenvalue 
problems by using the new iterative method. The results are compared with those obtained by the 
numerical methods available in the literature to establish the efficiency of the method. 

2. The New Iterative Method  
Consider the following general functional equation 
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  𝑦(�̅�) = 𝑓(𝑥 �) +𝑁�𝑦(�̅�)�,                                            (1) 

Where N is nonlinear from a Banach space B→B, f is a known function and   �̅� = (𝑥1 ,𝑥2, … … . . , 𝑥𝑛).  

We are looking for a solution y of eq. (1) having the series form 

                         𝑦(�̅�) = ∑ 𝑦𝑖∞
𝑛=0 (�̅�)                                                 (2) 

The nonlinear operator N can be decomposed as 

         𝑁(∑ 𝑦𝑖∞
𝑛=0 ) = 𝑁(𝑦0) +∑ {𝑁(∑ 𝑦𝑗𝑖

𝑗=0
∞
𝑖=1 ) −𝑁(∑ 𝑦𝑗𝑖−1

𝑗=0 )}                 (3) 

From Equations (2) and (3), Eq. (1) is equivalent to 

      ∑ 𝑦𝑖∞
𝑖=0 = 𝑓 +𝑁(𝑦0) +∑ {𝑁(∑ 𝑦𝑗𝑖

𝑗=0
∞
𝑖=1 ) −𝑁(∑ 𝑦𝑗𝑖−1

𝑗=0 )}.                      (4) 

We define the recurrence relation  

            𝑦0 = 𝑓, 

            𝑦1 = 𝑁(𝑦0),                                                                                     (5) 

            𝑦𝑚+1 = 𝑁(𝑦0 +⋯+ 𝑦𝑚)−𝑁(𝑦0 +⋯+ 𝑦𝑚−1) 

Then 

                   (𝑦1 +⋯+ 𝑦𝑚+1) = 𝑁(𝑦0 +⋯+ 𝑦𝑚), 

and  

                      ∑ 𝑦𝑖∞
𝑖=0 = 𝑓 +𝑁(∑ 𝑦𝑖∞

𝑖=0 ).                                                              (6) 

The k-term approximation solution of Eq. (1) is given by 𝑦 = 𝑦0 + 𝑦1 + ⋯+ 𝑦𝑘−1 

If N contracts i.e.∥ 𝑁(𝑥) − 𝑁(𝑦) ∥≤ 𝑘 ∥ 𝑥 − 𝑦 ∥ ,0 < 𝑘 < 1,  then 

∥ 𝑦𝑚+1 ∥=∥ 𝑁(𝑦0 + ⋯+ 𝑦𝑠𝑚 ∥ −𝑁 ∥ 𝑦0 + ⋯+ 𝑦𝑚−1 ∥≤ 𝑘 ∥ 𝑦𝑚 ∥≤ 𝑘𝑚 ∥ 𝑦0 ∥, 

                     m =0, 1, 2…… 

And series ∑ 𝑦𝑖∞
𝑖=0 uniformly and absolutely converges to solution of equation (1). A unique solution, with 

respect to Banach fixed point theorem [15]. 

3. The New Iterative Method and its applications on and 
Eigen value problems 
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Example 1:  Consider the following Eigen value problem 

𝒚′′ + 𝝀𝒚 = 𝟎 

with boundary conditions    𝒚(𝒂) = 𝒚(−𝒂),     𝒚′(𝒂) = 𝒚′(−𝒂) 

This  is the corresponding integral equation. 

𝒚(𝒙) = 𝑩 + 𝑨𝒙 − 𝝀� � 𝒚𝒅𝒙
𝒙

𝟎
𝒅𝒙

𝒙

𝟎
 

Setting   𝐲₀ = 𝑩 + 𝑨𝒙,   𝑵(𝒚) = −𝛌∫ ∫ 𝒚𝒅𝒙𝒅𝒙𝒙
𝟎

𝒙
𝟎  

Using condition  𝒚(−𝒂) = 𝒚(𝒂), we have 𝐴 = 0 so that    𝐲0 = 𝑩. 

Applying the algorithm of new iterative method the successive iterations are  

𝒚𝟏 = 𝑵(𝒚𝟎) = −�
𝟏
𝟐
�𝑩𝒙²𝝀 

𝑦2 = �
𝟏
𝟐𝟒
�𝑩𝒙⁴𝝀² 

𝑦3 = −�
𝟏
𝟕𝟐𝟎

�𝑩𝒙6𝝀3. 

The four term approximate solution is given by 

𝒚(𝒙) = 𝑦0 + 𝑦1 + 𝑦2 + 𝑦3 = −�
𝟏
𝟕2𝟎

�𝑩𝒙6𝝀3 + �
𝟏
𝟐𝟒
�𝑩𝒙4𝝀2 − �

𝟏
𝟐
�𝑩𝒙2𝝀 +𝑩. 

Using the boundary condition 𝒚′(𝒂) = 𝒚′(−𝒂), the eigen value is 

𝝀{𝒏}  = ��
𝒏𝝅
𝒂
��

𝟐

,𝒏 = 𝟎,𝟏,𝟐, . . .. 

Example .2:  Consider the following eigen value problem 

𝒚𝟒 + 𝝀𝒚′′ = 𝟎 

with  boundary conditions   𝒚(𝟎) = 𝟎,  𝒚′′(𝟎) = 𝟎, 𝒚(𝟏) = 𝟎 ,𝒚′(𝟏) = 𝟎. 
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This  is the corresponding integral equation. 

𝒚(𝒙) = 𝑩𝒙 + 𝑨
𝒙𝟑

𝟔
− 𝝀� � � � 𝒚′′𝒅𝒙

𝒙

𝟎
𝒅𝒙𝒅𝒙

𝒙

𝟎

𝒙

𝟎
𝒅𝒙.

𝒙

𝟎
 

Setting     y0 = 𝑩𝒙 + 𝑨 𝒙𝟑

𝟔
,    𝑵(𝒚) = −𝝀∫ ∫ ∫ ∫ 𝒚′′𝒅𝒙𝒙

𝟎 𝒅𝒙𝒅𝒙𝒙
𝟎

𝒙
𝟎 𝒅𝒙𝒙

𝟎  

and applying the algorithm of new iterative method we obtain the successive iterations as 

𝒚𝟏 = 𝑵(𝒚𝟎) = 𝑵(𝒚₀) =  −�
𝟏
𝟏𝟐𝟎

�𝑨𝒙⁵𝝀 

𝒚𝟐   =  �
𝟏

𝟓𝟎𝟒𝟎
�𝑨𝒙⁷𝝀² 

𝑦3 = −�
𝟏

𝟑𝟔𝟐𝟖𝟖𝟎
�𝑨𝒙𝟗𝝀𝟑. 

The  four term approximate solution is  

𝒚(𝒙) = 𝒚₀+ 𝒚₁+ 𝒚₂+ 𝒚₃ = −�
𝟏

𝟑𝟔𝟐𝟖𝟖𝟎
�𝑨𝒙⁹𝝀³ + �

𝟏
𝟓𝟎𝟒𝟎

�𝑨𝒙⁷𝝀²− �
𝟏
𝟏𝟐𝟎

�𝑨𝒙⁵𝝀+  �
𝟏
𝟔
�𝑨𝒙³ +𝑩𝒙 

⇒ 𝒚(𝒙) = 𝑩𝒙 − 𝑨𝒙 + 𝑨𝒙 − � 𝟏
𝟑𝟔𝟐𝟖𝟖𝟎

�𝑨𝒙9𝝀3 + � 𝟏
𝟓𝟎𝟒𝟎

�𝑨𝒙7𝝀2 − � 𝟏
𝟏𝟐𝟎

�𝑨𝒙5𝝀 +                   �𝟏
𝟔
�𝑨𝒙³.    

Using the given boundary conditions we obtain the eigen value after some calculations as 

    𝒕𝒂𝒏�√𝝀� = √𝝀. 

So using the iterative method the zeros of this equation in the interval (0,20) are 

𝟎,𝟒.𝟒𝟗𝟑𝟒,𝟕.𝟕𝟐𝟓𝟑,𝟏𝟎.𝟗𝟎𝟒𝟏,𝟏𝟒.𝟎𝟔𝟔𝟐,𝟏𝟕.𝟐𝟐𝟎𝟖,  

Example 3:  Consider the following eigen value problem 

𝒚′′ + 𝝀𝒚 = 𝟎 

with boundary conditions    𝒚(𝟎) = 𝟎,      𝒚,𝒚/ 𝒂𝒓𝒆 𝒇𝒊𝒏𝒊𝒕𝒆 𝒂𝒔 𝒙 → ∞. 
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This is the corresponding integral equation. 

𝒚(𝒙) = 𝑨𝒙 − 𝝀� � 𝒚𝒅𝒙
𝒙

𝟎
𝒅𝒙

𝒙

𝟎
 

Following our algorithm we set    𝐲₀ = 𝑨𝒙         𝑵(𝒚) = −𝛌∫ ∫ 𝒚𝒅𝒙𝒅𝒙.𝒙
𝟎

𝒙
𝟎  

The successive iterations are 

𝒚𝟏 = 𝑵(𝒚𝟎) = −�
𝟏
𝟔
�𝑨𝒙³𝝀 

𝒚𝟐 = �
𝟏
𝟏𝟐𝟎

�𝑨𝒙⁵𝝀² 

𝒚₃ = −�
𝟏

𝟓𝟎𝟒𝟎
�𝑨𝒙⁷𝝀³ 

𝒚₄ = �
𝟏

𝟑𝟔𝟐𝟖𝟖𝟎
�𝑨𝒙⁹𝝀⁴ 

𝒚5 = −�
𝟏

𝟑𝟗𝟗𝟏𝟔𝟖𝟎𝟎
�𝑨𝒙11𝝀5. 

The six term approximate solution is 

𝒚(𝒙) = 𝒚₀+ 𝒚₁ + 𝒚₂+ 𝒚₃+ 𝒚₄ + 𝒚₅

=  −�
𝟏

𝟑𝟗𝟗𝟏𝟔𝟖𝟎𝟎
�𝑨𝒙¹¹𝝀⁵+ �

𝟏
𝟑𝟔𝟐𝟖𝟖𝟎

�𝑨𝒙⁹𝝀⁴ − (
𝟏

𝟓𝟎𝟒𝟎
)  𝑨𝒙⁷𝝀³ + �

𝟏
𝟏𝟐𝟎

�𝑨𝒙⁵𝝀²

− �
𝟏
𝟔
�𝑨𝒙³𝝀+ 𝑨𝒙 

⇒ 𝒚(𝒙) = �
𝑨
√𝝀
� (−�

𝟏
𝟑𝟗𝟗𝟏𝟔𝟖𝟎𝟎

�𝒙¹¹𝝀
𝟏𝟏
2 + �

𝟏
𝟑𝟔𝟐𝟖𝟖𝟎

�𝒙⁹𝝀
𝟗
𝟐 − (

𝟏
𝟓𝟎𝟒𝟎

)   𝒙⁷𝝀
𝟕
𝟐 + (

𝟏
𝟏𝟐𝟎

)𝒙⁵𝝀
𝟓
𝟐 − (

𝟏
𝟔

)𝒙³𝝀
𝟑
𝟐

+ 𝒙) 

⇒ 𝒚(𝒙) = �
𝑨
√𝝀
� (𝒔𝒊𝒏√𝝀𝒙) 
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where 𝐴 ≠ 0. Since 𝑦,𝑦/ are finite as 𝑥 → ∞ therefore 𝝀  can assume any positive real value. 
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4.3 Conclusion 
In this paper, I have discussed the eigen value problems using recently developed new iterative method 
developed by Versha Daftardar Gejji and Hossein jafari. The results obtained are very close to the exact 
solution and the calculations are also reduced. Using few iterations we obtained the desired results. These 
results show the efficiency and effectiveness of the new iterative method. 
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